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Translation quality

• We can measure quality of a translation in 
two dimensions: 
‣ Adequacy: How accurately does translation represent the 

meaning of the original? 

‣ Fluency: Is the translation a good string of the target 
language (“good English”)? 

• How can we select a fluent translation?



Fluency
Israeli officials are responsible for airport security. 

Israel is in charge of the security at this airport. 

The security work for this airport is the responsibility of the Israel government. 

Israeli side was in charge of the security of this airport. 

Israel is responsible for the airport’s security. 

Israel is responsible for safety work at this airport. 

Israel presides over the security of the airport. 

Israel took charge of the airport security. 

The safety of this airport is taken charge of by Israel. 

This airport’s security is the responsibility of the Israeli security officials.

(from Koehn book)



Noisy Channel Model

• We can model fluency with a language model 
P(e) of the target language. 
‣ can estimate from lots of monolingual data! 

• Noisy Channel Model (also used in speech recognition):

translation model 
(for adequacy)

language model 
(for fluency)

P (e | f) = P (f | e) · P (e)

P (f)

/ P (f | e) · P (e)



Word-based translation model

• Could derive model for word-by-word translation, 
e.g. from IBM Model 1:

P (f | e) =
X

a

P (f , a | e)

/
lfY

j=1

leX

i=1

P (fj | ei)



Phrase-based translation

• But want to translate entire phrases (i.e. substrings): 
‣ translation of one word can consist of multiple words 

‣ context of word in phrase can help disambiguate 
 
 
 
 
 

• Note: these “phrases” need not be linguistically 
meaningful constituents.

natürlich hat john spass am spiel

of course john has fun with the game



Phrase-based translation model

P (f | e) =
IY

i=1

�(f̄i | ēi) · d(starti � endi�1 � 1)

phrase translation 
probability

distance-based 
reordering model

(the whole thing gets multiplied by P(e) later)

number of phrases



Reordering Model
Let’s assume a simple model for reordering for now.



Learning phrase translations

• Extend word alignments to phrase alignments. 

• Collect all phrase pairs from the parallel corpus 
(both big and small — we want all phrase pairs). 

• Estimate phrase translation probabilities P(f | e) 
using maximum likelihood estimation 
(plus smoothing).



I     open    the    box

watashi

wa

hako

wo

akemasu

Phrase Extraction



I     open    the    box

watashi
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Phrase Extraction

akemasu / open 



I     open    the    box

watashi

wa
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Phrase Extraction

watashi wa / I 
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Phrase Extraction

hako wo / box



I     open    the    box

watashi

wa

hako

wo

akemasu

Phrase Extraction

hako wo / the box



I     open    the    box

watashi

wa

hako

wo

akemasu

Phrase Extraction

hako wo akemasu / open the box



Decoding

• We now have: 

‣ noisy channel P(e | f) ∝ P(f | e) * P(e) 

‣ language model P(e) 

‣ phrase-based translation model  
 

• We need to solve the decoding problem: 
for a given f, compute argmaxe P(e | f).

P (f | e) =
IY

i=1

�(f̄i | ēi) · d(starti � endi�1 � 1)



Basic idea

er geht ja nicht nach hause
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Basic idea

er geht ja nicht nach hause

he



Basic idea

er geht ja nicht nach hause

he



Basic idea

er geht ja nicht nach hause

he



Basic idea

er geht ja nicht nach hause

he does not



Basic idea

er geht ja nicht nach hause

he does not



Basic idea

er geht ja nicht nach hause

he does not



Basic idea

er geht ja nicht nach hause

he does not go



Basic idea

er geht ja nicht nach hause

he does not go



Basic idea

er geht ja nicht nach hause

he does not go



Basic idea

er geht ja nicht nach hause

he does not go home



More realistically
Translation Options

he

er geht ja nicht nach hause

it
, it

, he

is
are

goes
go

yes
is

, of course

not
do not

does not
is not

after
to

according to
in

house
home

chamber
at home

not
is not

does not
do not

home
under house
return home

do not

it is
he will be

it goes
he goes

is
are

is after all
does

to
following
not after

not to

,

not
is not

are not
is not a

• Many translation options to choose from

– in Europarl phrase table: 2727 matching phrase pairs for this sentence
– by pruning to the top 20 per phrase, 202 translation options remain

Chapter 6: Decoding 8



Decoding as Search
start with empty hypothesis (no words translated)Decoding: Start with Initial Hypothesis

er geht ja nicht nach hause

initial hypothesis: no input words covered, no output produced

Chapter 6: Decoding 11



Decoding as Search
Decoding: Hypothesis Expansion

er geht ja nicht nach hause

are

it

he

create hypotheses for all other translation options

Chapter 6: Decoding 13

expand hypotheses by next English word



Decoding as Search
Decoding: Hypothesis Expansion

er geht ja nicht nach hause

are

it

he

create hypotheses for all other translation options

Chapter 6: Decoding 13

expand hypotheses by next English word

next English word

which Foreign words covered?

P = ϕ(it | er) * d(0) * PLM(it)



Decoding as Search
continue expanding hypothesesDecoding: Hypothesis Expansion

er geht ja nicht nach hause

are

it

he
goes

does not

yes

go

to

home

home

also create hypotheses from created partial hypothesis

Chapter 6: Decoding 14

P = ϕ(home | nach Hause) 
       * d(0) * PLM(home | not)



Decoding as Search
Decoding: Find Best Path

er geht ja nicht nach hause

are

it

he
goes

does not

yes

go

to

home

home

backtrack from highest scoring complete hypothesis

Chapter 6: Decoding 15

backtrack from highest-scoring complete hypothesis



Computational issues

• Search space is huge. 
‣ exponential in sentence length (because of free reordering) 

‣ in fact, finding best translation is NP-complete 

• Need heuristics to deal with complexity. 
‣ beam search: stack decoding 

‣ A* search



Putting linguistics in SMT

• Word-based, phrase-based SMT very naive 
from a linguistics perspective. 

• Can we do better by putting linguistics into SMT? 
(At least a bit of syntax?) 

• Received wisdom before 2005: phrase-based 
translation with lots of data much better; 
syntax hurts.



Syntax can hurt
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Chinese-English reordering

Computational Linguistics Volume 33, Number 2

2. reorder the ēi according to some distortion model;

3. translate each of the ēi into French phrases according to a model P( f̄ | ē)
estimated from the training data.

Other phrase-based models model the joint distribution P(e, f ) (Marcu and Wong 2002)
or make P(e) and P( f | e) into features of a log-linear model (Och and Ney 2002). But
the basic architecture of phrase segmentation (or generation), phrase reordering, and
phrase translation remains the same.

Phrase-based models can robustly perform translations that are localized to sub-
strings that are common enough to have been observed in training. But Koehn, Och, and
Marcu (2003) find that phrases longer than three words improve performance little for
training corpora of up to 20 million words, suggesting that the data may be too sparse
to learn longer phrases. Above the phrase level, some models perform no reordering
(Zens and Ney 2004; Kumar, Deng, and Byrne 2006), some have a simple distortion
model that reorders phrases independently of their content (Koehn, Och, and Marcu
2003; Och and Ney 2004), and some, for example, the Alignment Template System
(Och et al. 2004; Thayer et al. 2004), hereafter ATS, and the IBM phrase-based system
(Tillmann 2004; Tillmann and Zhang 2005), have phrase-reordering models that add
some lexical sensitivity. But, as an illustration of the limitations of phrase reordering,
consider the following Mandarin example and its English translation:

Aozhou
Australia

shi
is

yu
with

Beihan
North Korea

you
have

bangjiao
dipl. rels.

de
that

shaoshu
few

guojia
countries

zhiyi
one of

.

.

Australia is one of the few countries that have diplomatic relations with North Korea.

If we count zhiyi (literally, ‘of-one’) as a single token, then translating this sentence
correctly into English requires identifying a sequence of five word groups that need
to be reversed. When we run a phrase-based system, ATS, on this sentence (using the
experimental setup described herein), we get the following phrases with translations:

[Aozhou] [shi]1 [yu Beihan]2 [you] [bangjiao] [de shaoshu guojia zhiyi] [.]

[Australia] [has] [dipl. rels.] [with North Korea]2 [is]1 [one of the few countries] [.]

where we have used subscripts to indicate the reordering of phrases. The phrase-based
model is able to order “has diplomatic relations with North Korea” correctly (using
phrase reordering) and “is one of the few countries” correctly (using a combination of
phrase translation and phrase reordering), but does not invert these two groups as it
should.

We propose a solution to these problems that does not interfere with the strengths
of the phrase-based approach, but rather capitalizes on them: Because phrases are good
for learning reorderings of words, we can use them to learn reorderings of phrases as
well. In order to do this we need hierarchical phrases that can contain other phrases.
For example, a hierarchical phrase pair that might help with the above example is

⟨yu 1 you 2 , have 2 with 1 ⟩ (3)

where 1 and 2 are placeholders for subphrases (Chiang 2005). This would capture
the fact that Chinese prepositional phrases almost always modify verb phrases on the

202

“Australia is one of the few countries that have diplomatic relations with North Korea.”

(output of phrase-based system ATS)
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202
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(output of phrase-based system ATS)
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estimated from the training data.

Other phrase-based models model the joint distribution P(e, f ) (Marcu and Wong 2002)
or make P(e) and P( f | e) into features of a log-linear model (Och and Ney 2002). But
the basic architecture of phrase segmentation (or generation), phrase reordering, and
phrase translation remains the same.

Phrase-based models can robustly perform translations that are localized to sub-
strings that are common enough to have been observed in training. But Koehn, Och, and
Marcu (2003) find that phrases longer than three words improve performance little for
training corpora of up to 20 million words, suggesting that the data may be too sparse
to learn longer phrases. Above the phrase level, some models perform no reordering
(Zens and Ney 2004; Kumar, Deng, and Byrne 2006), some have a simple distortion
model that reorders phrases independently of their content (Koehn, Och, and Marcu
2003; Och and Ney 2004), and some, for example, the Alignment Template System
(Och et al. 2004; Thayer et al. 2004), hereafter ATS, and the IBM phrase-based system
(Tillmann 2004; Tillmann and Zhang 2005), have phrase-reordering models that add
some lexical sensitivity. But, as an illustration of the limitations of phrase reordering,
consider the following Mandarin example and its English translation:

Aozhou
Australia

shi
is

yu
with

Beihan
North Korea

you
have

bangjiao
dipl. rels.

de
that

shaoshu
few

guojia
countries

zhiyi
one of

.

.

Australia is one of the few countries that have diplomatic relations with North Korea.

If we count zhiyi (literally, ‘of-one’) as a single token, then translating this sentence
correctly into English requires identifying a sequence of five word groups that need
to be reversed. When we run a phrase-based system, ATS, on this sentence (using the
experimental setup described herein), we get the following phrases with translations:

[Aozhou] [shi]1 [yu Beihan]2 [you] [bangjiao] [de shaoshu guojia zhiyi] [.]

[Australia] [has] [dipl. rels.] [with North Korea]2 [is]1 [one of the few countries] [.]

where we have used subscripts to indicate the reordering of phrases. The phrase-based
model is able to order “has diplomatic relations with North Korea” correctly (using
phrase reordering) and “is one of the few countries” correctly (using a combination of
phrase translation and phrase reordering), but does not invert these two groups as it
should.

We propose a solution to these problems that does not interfere with the strengths
of the phrase-based approach, but rather capitalizes on them: Because phrases are good
for learning reorderings of words, we can use them to learn reorderings of phrases as
well. In order to do this we need hierarchical phrases that can contain other phrases.
For example, a hierarchical phrase pair that might help with the above example is

⟨yu 1 you 2 , have 2 with 1 ⟩ (3)

where 1 and 2 are placeholders for subphrases (Chiang 2005). This would capture
the fact that Chinese prepositional phrases almost always modify verb phrases on the

202

“Australia is one of the few countries that have diplomatic relations with North Korea.”

(output of phrase-based system ATS)

Australia has dipl. rels. with North Korea is



Chinese-English reordering

Computational Linguistics Volume 33, Number 2
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consider the following Mandarin example and its English translation:

Aozhou
Australia

shi
is

yu
with

Beihan
North Korea

you
have

bangjiao
dipl. rels.

de
that

shaoshu
few

guojia
countries

zhiyi
one of

.

.

Australia is one of the few countries that have diplomatic relations with North Korea.

If we count zhiyi (literally, ‘of-one’) as a single token, then translating this sentence
correctly into English requires identifying a sequence of five word groups that need
to be reversed. When we run a phrase-based system, ATS, on this sentence (using the
experimental setup described herein), we get the following phrases with translations:

[Aozhou] [shi]1 [yu Beihan]2 [you] [bangjiao] [de shaoshu guojia zhiyi] [.]

[Australia] [has] [dipl. rels.] [with North Korea]2 [is]1 [one of the few countries] [.]

where we have used subscripts to indicate the reordering of phrases. The phrase-based
model is able to order “has diplomatic relations with North Korea” correctly (using
phrase reordering) and “is one of the few countries” correctly (using a combination of
phrase translation and phrase reordering), but does not invert these two groups as it
should.

We propose a solution to these problems that does not interfere with the strengths
of the phrase-based approach, but rather capitalizes on them: Because phrases are good
for learning reorderings of words, we can use them to learn reorderings of phrases as
well. In order to do this we need hierarchical phrases that can contain other phrases.
For example, a hierarchical phrase pair that might help with the above example is

⟨yu 1 you 2 , have 2 with 1 ⟩ (3)

where 1 and 2 are placeholders for subphrases (Chiang 2005). This would capture
the fact that Chinese prepositional phrases almost always modify verb phrases on the
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3. translate each of the ēi into French phrases according to a model P( f̄ | ē)
estimated from the training data.

Other phrase-based models model the joint distribution P(e, f ) (Marcu and Wong 2002)
or make P(e) and P( f | e) into features of a log-linear model (Och and Ney 2002). But
the basic architecture of phrase segmentation (or generation), phrase reordering, and
phrase translation remains the same.

Phrase-based models can robustly perform translations that are localized to sub-
strings that are common enough to have been observed in training. But Koehn, Och, and
Marcu (2003) find that phrases longer than three words improve performance little for
training corpora of up to 20 million words, suggesting that the data may be too sparse
to learn longer phrases. Above the phrase level, some models perform no reordering
(Zens and Ney 2004; Kumar, Deng, and Byrne 2006), some have a simple distortion
model that reorders phrases independently of their content (Koehn, Och, and Marcu
2003; Och and Ney 2004), and some, for example, the Alignment Template System
(Och et al. 2004; Thayer et al. 2004), hereafter ATS, and the IBM phrase-based system
(Tillmann 2004; Tillmann and Zhang 2005), have phrase-reordering models that add
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[Australia] [has] [dipl. rels.] [with North Korea]2 [is]1 [one of the few countries] [.]

where we have used subscripts to indicate the reordering of phrases. The phrase-based
model is able to order “has diplomatic relations with North Korea” correctly (using
phrase reordering) and “is one of the few countries” correctly (using a combination of
phrase translation and phrase reordering), but does not invert these two groups as it
should.

We propose a solution to these problems that does not interfere with the strengths
of the phrase-based approach, but rather capitalizes on them: Because phrases are good
for learning reorderings of words, we can use them to learn reorderings of phrases as
well. In order to do this we need hierarchical phrases that can contain other phrases.
For example, a hierarchical phrase pair that might help with the above example is

⟨yu 1 you 2 , have 2 with 1 ⟩ (3)

where 1 and 2 are placeholders for subphrases (Chiang 2005). This would capture
the fact that Chinese prepositional phrases almost always modify verb phrases on the
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Syntax-based reordering

Computational Linguistics Volume 33, Number 2
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If we count zhiyi (literally, ‘of-one’) as a single token, then translating this sentence
correctly into English requires identifying a sequence of five word groups that need
to be reversed. When we run a phrase-based system, ATS, on this sentence (using the
experimental setup described herein), we get the following phrases with translations:

[Aozhou] [shi]1 [yu Beihan]2 [you] [bangjiao] [de shaoshu guojia zhiyi] [.]

[Australia] [has] [dipl. rels.] [with North Korea]2 [is]1 [one of the few countries] [.]

where we have used subscripts to indicate the reordering of phrases. The phrase-based
model is able to order “has diplomatic relations with North Korea” correctly (using
phrase reordering) and “is one of the few countries” correctly (using a combination of
phrase translation and phrase reordering), but does not invert these two groups as it
should.

We propose a solution to these problems that does not interfere with the strengths
of the phrase-based approach, but rather capitalizes on them: Because phrases are good
for learning reorderings of words, we can use them to learn reorderings of phrases as
well. In order to do this we need hierarchical phrases that can contain other phrases.
For example, a hierarchical phrase pair that might help with the above example is

⟨yu 1 you 2 , have 2 with 1 ⟩ (3)

where 1 and 2 are placeholders for subphrases (Chiang 2005). This would capture
the fact that Chinese prepositional phrases almost always modify verb phrases on the
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If we count zhiyi (literally, ‘of-one’) as a single token, then translating this sentence
correctly into English requires identifying a sequence of five word groups that need
to be reversed. When we run a phrase-based system, ATS, on this sentence (using the
experimental setup described herein), we get the following phrases with translations:

[Aozhou] [shi]1 [yu Beihan]2 [you] [bangjiao] [de shaoshu guojia zhiyi] [.]

[Australia] [has] [dipl. rels.] [with North Korea]2 [is]1 [one of the few countries] [.]

where we have used subscripts to indicate the reordering of phrases. The phrase-based
model is able to order “has diplomatic relations with North Korea” correctly (using
phrase reordering) and “is one of the few countries” correctly (using a combination of
phrase translation and phrase reordering), but does not invert these two groups as it
should.

We propose a solution to these problems that does not interfere with the strengths
of the phrase-based approach, but rather capitalizes on them: Because phrases are good
for learning reorderings of words, we can use them to learn reorderings of phrases as
well. In order to do this we need hierarchical phrases that can contain other phrases.
For example, a hierarchical phrase pair that might help with the above example is

⟨yu 1 you 2 , have 2 with 1 ⟩ (3)

where 1 and 2 are placeholders for subphrases (Chiang 2005). This would capture
the fact that Chinese prepositional phrases almost always modify verb phrases on the
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left, whereas English prepositional phrases usually modify verb phrases on the right.
Because it generalizes over possible prepositional objects and direct objects, it acts both
as a discontinuous phrase pair and as a phrase-reordering rule. Thus it is considerably
more powerful than a conventional phrase pair.

Similarly, the hierarchical phrase pair

⟨ 1 de 2 , the 2 that 1 ⟩ (4)

would capture the fact that Chinese relative clauses modify NPs on the left, whereas
English relative clauses modify on the right; and the pair

⟨ 1 zhiyi, one of 1 ⟩ (5)

would render the construction zhiyi in English word order. These three rules, along with
some conventional phrase pairs, suffice to translate the sentence correctly:

[Aozhou] [shi] [[[yu [Beihan]1 you [bangjiao]2] de [shaoshu guojia]3] zhiyi]

[Australia] [is] [one of [the [few countries]3 that [have [dipl. rels.]2 with [N. Korea]1]]]

The system we describe in this article uses rules like (3), (4), and (5), which we formalize
in the next section as rules of a synchronous context-free grammar (CFG).1 Moreover,
the system is able to learn them automatically from a parallel text without syntactic
annotation.

Because our system uses a synchronous CFG, it could be thought of as an example
of syntax-based statistical machine translation (MT), joining a line of research (Wu 1997;
Alshawi, Bangalore, and Douglas 2000; Yamada and Knight 2001) that has been fruitful
but has not previously produced systems that can compete with phrase-based systems
in large-scale translation tasks such as the evaluations held by NIST. Our approach
differs from early syntax-based statistical translation models in combining the idea of
hierarchical structure with key insights from phrase-based MT: Crucially, by incorpo-
rating the use of elementary structures with possibly many words, we hope to inherit
phrase-based MT’s capacity for memorizing translations from parallel data. Other in-
sights borrowed from the current state of the art include minimum-error-rate training of
log-linear models (Och and Ney 2002; Och 2003) and use of an m-gram language model.

The conjunction of these various elements presents a considerable challenge for
implementation, which we discuss in detail in this article. The result is the first system
employing a grammar (to our knowledge) to perform better than phrase-based systems
in large-scale evaluations.2

1 The actual derivation used varies in practice. A previous version of the model selected precisely the
derivation shown in the text, although the version described in this article happens to select a less
intuitive one:

[Aozhou shi] [[[yu]1 Beihan [you [bangjiao]2 de [shaoshu]3 guojia]] zhiyi .]

[Australia is] [one of the [[[few]3 countries having [diplomatic relations]2] [with]1 North Korea] .]

2 An earlier version of the system described in this article was entered by the University of Maryland
as its primary system in the 2005 NIST MT Evaluation. The results can be found at
http://www.nist.gov/speech/tests/mt/mt05eval official results release 20050801 v3.html.
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Syntax-based translation

• Idea: Learn synchronous syntax rules that capture 
syntactic reordering between the two languages. 

• Then much less unsystematic reordering necessary. 

• We need to figure out: 
‣ how to represent translation rules 

‣ how to extract translation rules from data 

‣ how to define probability model (skipped here) 

‣ how to do decoding

Chiang

(Chiang 2005, 2007)



Synchronous CFG
S → X① / X① 
X → X① de X② / X② X① 
X → X① X② / X① X②  
X → X① duonianlai / over the last X① years 
X → yuohao / friendly 
X → 30 / 30
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SCFG rule extraction
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Figure 2
Grammar extraction example: (a) Input word alignment. (b) Initial phrases. (c) Example rule.
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X → yuohao / friendly 
X → 30 duonianlai / over the last 30 years 
X → 30 / 30 
X → X① duonianlai / over the last X① years 
X → X① X② / X① X② 
X → X① de X② / X② X①

- Extract all phrase pairs as usual. 
- Generate more rules by replacing sub-phrases by nonterminal X. 
- Add “glue rules” S → S① X② / S① X② and S → X① / X①  

to start derivations.



Decoding schema
f = “30  duonianlai  de  youhao  hezuo”
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Figure 2
Grammar extraction example: (a) Input word alignment. (b) Initial phrases. (c) Example rule.
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[X, 0, 2] X → X① de X② / X② X①
over … years

[X, 3, 5]
friendly … coop.

[X, 0, 5]
friendly … years

prob = p1 * p2 * P(rule) * PLM(over | coop.)



Pruning

• Problem: number of items blown up by factor of 
|V|2m-2 for an m-gram language model. 

• Need to use beam search: for each [X, i, k] for 
Foreign positions i, k, keep only the best analyses. 

• Cube pruning: improve runtime further by filling 
chart cell for [A, i, k] from stream of rules A → B C 
and streams of items for cells [B, i, j] and [C, j, k] 
using n-best algorithm.



Cube Pruning
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Figure 9
Example illustrating hybrid method for incorporating the LM. Numbers are negative
log-probabilities. (a) k-best list generation. (b) Cube pruning.

the +LM parser. Note that the LM makes this ⊗ only approximately monotonic. This
means that the enumeration of new items will not necessarily be best-first. To alleviate
this problem, we stop the enumeration not as soon as an item falls outside the beam, but
as soon as an item falls outside the beam by a margin of ε. This quantity ε expresses our
guess as to how much the scores of the enumerated items can fluctuate because of the
LM. A simpler approach, and probably better in practice, would be simply to set ε = 0,
that is, to ignore any fluctuation, but increase β and b to compensate.

See Figure 9b for an example of cube pruning. The upper-left grid cell is enumerated
first, as in the k-best example in Section 5.2, but the choice of the second is different, be-
cause of the added LM costs. Then, the third item is enumerated and merged with
the first (unlike in the k-best algorithm). Supposing a threshold beam of β = 5 and
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Table 7
Results on baseline systems and hierarchical system. Also shown are the 95% confidence
intervals, obtained using bootstrap resampling.

System MT03 MT04 MT05

Hiero Monotone 28.27 ± 1.03 28.83 ± 0.74 26.35 ± 0.92
ATS 30.84 ± 0.99 31.74 ± 0.73 30.50 ± 0.95
Hiero 33.72 ± 1.12 34.57 ± 0.82 31.79 ± 0.91

Clearly, however, we have only scratched the surface of the modeling challenge. The
fact that moving from flat structures to hierarchical structures significantly improves
translation quality suggests that more specific ideas from syntax may be valuable as
well. There are many possibilities for enriching the simple framework that the present
model provides. But the course taken here is one of organic development of an approach
known to work well at large-scale tasks, and we plan to stay this course in future work
towards more syntactically informed statistical machine translation.
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Table 4
Test set sizes, with grammar sizes for two systems.

Test set Sentences Phrases/rules (thousands)
Hiero Monotone Hiero

development 993 448 3712
MT03 919 417 3389
MT04 1788 643 5556
MT05 1082 455 3646

Table 5
Comparison of three methods for decoding with a language model. Time = mean per-sentence
user+system time, in seconds. BLEU = case-insensitive BLEU-4. All tests were on the first 400
sentences of the development set.

Method Settings Time BLEU

rescore k = 104 16 33.31
rescore k = 105 139 33.33
intersect∗ 1455 37.09
cube prune ε = 0 23 36.14
cube prune ε = 0.1 35 36.77
cube prune ε = 0.2 111 36.91

∗Rules were pruned using b = 30, β = 1.

Table 6
Feature weights obtained by minimum-error-rate training.

Feature Weight

language model (large) 1.00
language model (bitext) 1.03
P(γ | α) 0.155
P(α | γ) 1.23
Pw(γ | α) 1.61
Pw(α | γ) 0.494
numbers 0.364
dates 6.67
names 2.89
bylines −952
extracted rules 4.32
glue rule −0.281
word penalty −4.12

The choice to use hierarchical structures that are more complex than flat structures,
as well as rules that contain multiple lexical items instead of one, an m-gram model
whose structure cuts across the structure of context-free derivations, and large amounts
of training data for meaningful comparison with modern systems—these all threaten
to make training a synchronous grammar and translating with it intractable. We have
shown how, through training with simple methods inspired by phrase-based models,
and translating using a modified CKY with cube pruning, this challenge can be met.
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Conclusion

• Noisy channel translation: combine translation 
model with language model. 

• Phrase-based translation: Extract phrases 
(= arbitrary substrings) from word alignments. 
‣ different reordering models, e.g. with SCFGs 

• Decoding algorithms must deal with huge search 
space. Need to do some clever form of beam search. 

• Much current research uses neural networks instead.


