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Google Translate



Automatic Translation

  Star Trek, 1966

 Hitchhiker’s Guide to the Galaxy, 1979



Google Pixel Buds, 2017



Early History

One naturally wonders if the 
problem of translation could 
conceivably be treated as a problem 
in cryptography.  
 
When I look at an article in 
Russian, I say: “This is really 
written in English, but it has been 
coded in some strange symbols. I 
will now proceed to decode.” 

Warren Weaver to Norbert Wiener (1947)Weaver



Really Early History

Rosetta Stone, discovered 1799; 
deciphered 1822 (Champollion)
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Hieroglyphs

Greek

Demotic
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Types of MT systems

• What’s it for? 
‣ fully automatic translation 

‣ support for human translators 

• How does it work? 
‣ rule-based 

‣ statistical 

‣ neural 

• Neural methods: see Language Technology II 
Here: elementary statistical methods



Corpora

• Learning translation models requires parallel 
corpora: text in one language with its translation in 
another. 

• Popular parallel corpora: 
‣ Hansards (Canadian parliament): English/French 

‣ Europarl (European parliament): EU member languages 

‣ Literary texts with their translations (e.g. bible)



Step 1: Lexical Alignment
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Lexical Translation

• We want to learn a model P(e | f): 
‣ e = “English” word (target language) 

‣ f = “French” word (original, foreign language) 

• Gives a naive translation model for P(e | f). 
(Boldface e, f are English, Foreign sentences.) 

• Linked to idea of word alignments. 
‣ alignments often independently useful 

(e.g. parse tree projection)



Word alignments
the clients and the associates are enemies .

los clientes y los asociados son enemigos .
the company has three groups .

la empresa tiene tres grupos .
its groups are in Europe .

sus grupos estan en Europa .
the modern groups sell strong pharmaceuticals .

los grupos modernos venden medicinas fuertes .
the groups do not sell zanzanine .

los grupos no venden zanzanina .
the small groups are not modern .

los grupos pequenos no son modernos .

Garcia and associates .

Garcia y asociados .
Carlos Garcia has three associates .

Carlos Garcia tiene tres asociados .
his associates are not strong .

sus asociados no son fuertes .
Garcia has a company also .

Garcia tambien tiene una empresa .
its clients are angry .

sus clientes estan enfadados .
the associates are also angry .

los asociados tambien estan enfadados .

Word*aligner



Alignment

• Alignments can be visualized by drawing links 
between two sentences, and they are represented as 
vectors of positions:

a = (1, 2, 3, 4)

f

e



Reordering

• Words may be reordered during translation.

English word #1 
aligned with Foreign word #3

a = (3, 4, 2, 1)

f

e



Word Dropping

• A source word may not be translated at all  
(“1” does not occur as ai for any English position i)

a = (2, 3, 4)

f

e



Word Insertion

• Words may be inserted during translation 
‣ English “just” does not have an equivalent 

‣ record this by aligning with special NULL token  
at “position 0”

a = (1, 2, 3, 0, 4)

f

e



One-to-many Translation
• A Foreign word may translate into more than one 

English word.

a = (1, 2, 3, 4, 4)

f

e



Many-to-one Translation
• More than one Foreign word may not translate into 

a single English word (can’t represent this).

das Haus brach zusammen

the house collapsed

1 2 3 4

1 2 3

a = ????

f

e



Statistical model

• Generative story: Given Foreign string f and length m 
of English string, alignments a and English string e are 
generated randomly.  

• Model P(a, e | f, m) = P(e | a, f, m) * P(a | f, m). 
‣ obtain P(e | f, m) by marginalizing a out → translation 

‣ obtain P(a | f, m) by marginalizing e out → compute alignments

das Haus ist klitzeklein

(m = 5)e

f
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Statistical model

• Generative story: Given Foreign string f and length m 
of English string, alignments a and English string e are 
generated randomly.  

• Model P(a, e | f, m) = P(e | a, f, m) * P(a | f, m). 
‣ obtain P(e | f, m) by marginalizing a out → translation 

‣ obtain P(a | f, m) by marginalizing e out → compute alignments

das Haus ist klitzeklein

the house is very small (m = 5)

a

e

f



IBM Model 1

• Simplifying assumptions: 
‣ The alignment decisions for the m English words  

are independent. 

‣ The alignment distribution for each ai is uniform  
over all source words and NULL. 

‣ The English words are generated independently, 
conditioned only on their aligned Foreign words.

for each i 2 [1, 2, . . . ,m]

ai ⇠ Uniform(0, 1, 2, . . . , n)

ei ⇠ Categorical(✓fai
)

Jelinek Mercer



IBM Model 1
for each i 2 [1, 2, . . . ,m]

ai ⇠ Uniform(0, 1, 2, . . . , n)

ei ⇠ Categorical(✓fai
)

P (e | f ,m) =
X

a

P (e,a | f ,m)

P (e,a | f ,m) =
mY

i=1

P (ei, ai | f ,m) =
mY

i=1

1

n+ 1
· P (ei | fai)

P (ei, ai | f,m) = P (ai | f,m) · P (ei | ai, f,m) =
1

n+ 1
· P (ei | fai)



Example
16

Example
das Haus ist klein

e t(e|f)
the 0.7
that 0.15
which 0.075
who 0.05
this 0.025

e t(e|f)
house 0.8
building 0.16
home 0.02
household 0.015
shell 0.005

e t(e|f)
is 0.8
’s 0.16
exists 0.02
has 0.015
are 0.005

e t(e|f)
small 0.4
little 0.4
short 0.1
minor 0.06
petty 0.04

p(e, a|f) = t(the|das)⇥ t(house|Haus)⇥ t(is|ist)⇥ t(small|klein)

= 0.7⇥ 0.8⇥ 0.8⇥ 0.4

= 0.0028

Chris Callison-Burch Word-based translation models and EM December 3, 2007

P(e, a | f, m) =  
    1/5 * P(Haus|house) * 
    1/5 * P(ist|is) * 
    1/5 * P(small|klein) 
= 1/125 * 0.8 * 0.8 * 0.4  
= 0.002

a = (2, 3, 4)

t(
e 

| f
) =

 P
(e

 | 
f)



Computing best alignments

• Assume that we know parameters P(e | f) and we 
are given e and f. What is alignment a that 
maximizes P(a | e, f)? 

• Because of independence of a1, …, am, can choose 
best aligned word in f for each word in e separately.

a⇤i = arg

n
max

ai=0

1

1 + n
p(ei | fai)

= arg

n
max

ai=0
p(ei | fai)



Training

• Parameters of our model: translation probs P(e | f) 
for any two words e and f. 

• If we could observe alignments, then we could just 
do MLE: C(e aligned with f) / C(f) 

• Because we usually only have raw parallel text, we 
need to use EM. 
‣ estimate counts from estimate of P 

‣ re-estimate P from estimated counts

mY

i=1

1

1 + n
p(ei | fai)p(e,a | f,m) =



EM: An Example
P(e|f) house blue

maison 0.5 0.5

bleue 0.5 0.5

maison bleue

blue house

maison

house

maison bleue

blue house

P(e1, a11 | f1) = 1/9 * 1/2 * 1/2 = 1/36

P(e1, a12 | f1) = 1/9 * 1/2 * 1/2 = 1/36

P(e2, a2 | f2) = 1/2 * 1/2 = 1/4

(note: these are not really all alignments)

mY

i=1

1

1 + n
p(ei | fai)p(e,a | f,m) =

1. Compute P(e, a | f) for each alignment  
of each sentence pair.



EM: An Example

P(a11 | e1, f1) = 1/2

P(a12 | e1, f1) = 1/2

P(a2 | e2, f2) = 1

2. Normalize P(e, a | f) to yield P(a | e, f).

3. collect expected counts

tc house blue

maison 3/2 1/2

bleue 1/2 1/2

P(e|f) house blue

maison 0.5 0.5

bleue 0.5 0.5

maison bleue

blue house

maison

house

maison bleue

blue house

P (a | e, f) = P (a, e | f)
P (e | f) =

P (a, e | f)P
a0 P (a0, e | f)



EM: An Example

P(e|f) house blue

maison 3/4 1/4

bleue 1/2 1/2

4. Normalize expected counts C(e, f)  
by total expected counts C(f) 

to obtain revised translation probs P(e | f).

expected counts revised translation probs

tc house blue

maison 3/2 1/2

bleue 1/2 1/2



EM: Round Two

P(e1, a11 | f1) = 1/9 * 1/4 * 1/2 = 1/72

P(e1, a12 | f1) = 1/9 * 3/4 * 1/2 = 3/72

P(e2, a2 | f2) = 1/2 * 3/4 = 3/8

mY

i=1

1

1 + n
p(ei | fai)p(e,a | f,m) =

maison bleue

blue house

maison

house

maison bleue

blue house

P(e|f) house blue

maison 3/4 1/4

bleue 1/2 1/2



EM: Round Two

P(a11 | e1, f1) = 1/4

P(a12 | e1, f1) = 3/4

P(a2 | e2, f2) = 1

tc house blue

maison 7/4 1/4

bleue 1/4 3/4

maison bleue

blue house

maison

house

maison bleue

blue house

P(e|f) house blue

maison 3/4 1/4

bleue 1/2 1/2



EM: Round Two

P(e|f) house blue

maison 7/8 1/8

bleue 1/4 3/4

expected counts revised translation probs

tc house blue

maison 7/4 1/4

bleue 1/4 3/4

After many iterations:

P(e|f) house blue

maison ≈ 1 ≈ 0

bleue ≈ 0 ≈ 1



Efficient computation

• Computation of P(a | e, f) in E-step is tricky: 

• Summation over a is exponential in sentence length. 

• By clever use of law of distributivity, can rewrite this 
term so it can be computed in quadratic time.  
See Lopez tutorial on website. (Note flipped e and f.)

P (ai = j | e, f) = P (ai = j, e | f)
P (e | f) =

X

a:ai=j

mY

i0=1

P (ei0 | fai0 )

X

a

mY

i0=1

P (ei0 | fai0 )



Extensions

• IBM Model 2: P(a) not uniform, but implements 
reordering model that prefers alignments in which 
words stay close to their original position. 

• Model 3: adds fertility model that predicts the 
number of English words to which a given f will be 
aligned. Can’t do EM, approximate with sampling. 

• Models 4-5: more complicated reordering models. 

• Implemented in GIZA++ and successor tools.



Conclusion

• Machine translation: one of the most useful and 
most challenging disciplines of NLP. 

• Today: word alignments. 
‣ IBM Model 1 

‣ computing best alignments 

‣ EM training 

‣ advanced models 

• Next time: let’s actually translate something.


